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Abstract - Antenna design, which aims to infer geometric
parameters from desired electromagnetic performance, is
inherently a nonlinear inverse problem. An efficient solution,
however, is essential in practical engineering. With the recent
breakthroughs in large language models (LLMs) in Al, this
paper explores the possibility of formulating the antenna design
task as a “language translation” problem. We propose an
Antenna-Transformer framework that treats antenna
directivity patterns as the “source language” and geometric
parameters as the “target language,” enabling the AI model to
learn an implicit mapping between them in a high-dimensional
space. Validation through full-wave electromagnetic
simulations on a dataset of two-element Yagi-Uda antennas
demonstrates that the trained AI model achieves prediction
errors within £0.15 dB for forward gain and +0.25 dB for
backward gain, showing promising accuracy and reliability.
This is the first study to propose a Transformer-based
architecture for antenna design, offering a new perspective for
solving electromagnetic inverse problems.
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I.  INTRODUCTION

In recent years, large language models (LLMs), such as
ChatGPT and DeepSeek, have gained significant attention.
These models are all powered by the Transformer
architecture [1], which has been regarded as a foundational
architecture of modern Al due to its strong global modeling
capabilities, high parallelism, and scalability.

Transformer architecture excels at natural language
processing (NLP), such as language translation task. In the
electromagnetic domain, Transformer-based models have
also attracted growing interest, being applied to radar
propagation loss prediction [2], inverse scattering [3], and
ISAR imaging [4]. These problems can naturally be framed
as  sequence-to-sequence modeling tasks, making
Transformers a well-suited choice for their solution.

In contrast, extending Transformer architecture to antenna
design poses greater challenges. Antenna design is a static
hardware task that maps the antenna characteristics —mostly
directivity patterns—to the antenna’s geometric parameters.
This process requires the model to learn a precise, continuous,
bidirectional relationship between spatial field distributions
and electric current distributions. Unlike natural-language
tasks—where inputs and outputs are discrete, symbolic
sequences—both antenna characteristics and parameters
must first be converted into sequential representations
compatible with the Transformer architecture.

While some efforts have explored alternative Al methods
for antenna inverse design, their performance remains limited
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compared to Transformer-based architectures. For instance,
[5] employs a multilayer perceptron (MLP), but the simple
structure of MLPs lacks the capacity to capture global
features and is less effective for large-scale inputs. [6] adopts
Diffusion model that treats antenna structures as images and
generates designs in a pixel-wise fashion. However, such
image generative Al models often produce “approximately
plausible” results, which fall short in terms of controllability,
precision, and computational efficiency—key requirements
in antenna engineering. Therefore, in this paper we focus on
Transformer-based antenna inverse design. Transformer
models support direct regression of continuous parameters,
making them better suited for high-precision, controllable
design tasks.

Motivated by these observations, we propose the Antenna-
Transformer (ANTR) architecture, which adapts the original
Transformer from NLP tasks to antenna inverse design.
Drawing inspiration from language translation, the proposed
framework treats the antenna directivity pattern as a “source
language” and the geometric parameters as a “target
language”, enabling the model to learn a one-to-one mapping
between them in a high-dimensional embedding space. This
approach enables efficient and controllable prediction of
antenna parameters and offers a new perspective for solving
electromagnetic inverse problems.

II. MODEL DESIGN

The proposed ANTR builds on the classical Transformer
encoder—decoder architecture. During training process in
language translation tasks, the Transformer takes a source
sequence (such as Germany) as encoder input and a target
sequence (such as English) as decoder input, enabling
sequence-to-sequence mapping through layers of self-
attention and cross-attention. Analogously, for antenna
inverse design task, we treat directivity pattern as the source
sequence for the encoder and the geometric parameters as the
target sequence for the decoder, aiming to map performance
requirements to physical design.

In the encoder, following Vision Transformer (ViT) [7],
we flatten the three-dimensional directivity pattern into a
two-dimensional patch sequence. Positional information is
then added to each patch to preserve angular information and
enable efficient parallel processing. The encoder applies self-
attention layers to extract global features of the directivity
pattern.

In the decoder, the standard Transformer relies on
autoregressive input of the target sequence, which is not
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Fig. 1. The architecture of Antenna-Transformer (ANTR).

suitable for antenna parameters, as these values do not
possess a natural ordering. To address this, we adopt the
strategy from Detection Transformer (DETR) [8], replacing
explicit parameter sequences with learnable object queries,
allowing for parallel decoding. Each query interacts with the
encoder output via cross-attention, capturing relevant global
context to predict each geometric parameter.

Furthermore, since antenna parameter prediction is a
regression task rather than classification, we replace the
softmax classification head with a linear output layer to
predict continuous values. The model is trained by
minimizing the mean squared error (MSE) between estimated
and ground-truth antenna parameters. The overall model
architecture is illustrated in Fig. 1.

III. PERFORMANCE EVALUATION

To evaluate the feasibility and accuracy of the proposed
ANTR framework for antenna inverse design, we conducted
experiments on a simplified two-element Yagi—Uda antenna
with parameters [;,d and [, (Fig.2-1). A dataset 0339, 521
directivity pattern—parameter pairs was generated via Method

of Moments (MoM) simulations. We split this dataset into 80%

for training and 20% for evaluation: the training set was used
to fit ANTR, and the evaluation set to assess the trained
ANTR model’s prediction performance.

During inference, the desired directivity pattern was input
to ANTR, which output predicted geometric parameters
l1,d’, l;. Rather than comparing these parameters directly—
since aggregating them into a single error metric would
obscure their individual physical meanings—we reinjected
the predicted l1,d’, 5 into MoM simulations and quantified
accuracy by the difference between the realized directivity
and the target directivity. Our model achieved forward-
directivity errors within £ 0.15 dB and backward-directivity
errors within + 0.25 dB. Fig. 2 also presented a representative
case (1;=0.50%, d = 0.202, [,= 0.48)\) comparing the realized
and desired directivity patterns. The training process was
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Fig.2. Comparison of predicted and target
radiation patterns of the Yagi—Uda antenna.

performed on an NVIDIA RTX 4090 GPU and required
approximately two hours.

IV. CONCLUSION

In this work, we proposed Antenna-Transformer (ANTR),
a novel framework that adapts the Transformer architecture
from LLM to antenna inverse design. By drawing an analogy
to language translation, ANTR learns a high-dimensional
mapping from directivity patterns to geometric parameters.
Preliminary results on two-element Yagi-Uda antennas
demonstrate promising prediction accuracy. This study opens
new directions for integrating Al and physics-driven
modeling.
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